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Abstract. This paper presents a new algorithm for using with an one-time
password security token; the objective is to provide security for the authentica-
tion of customers using bank websites even in the cases when the user has been
the victim of a phishing or spyware attack and their bank account secret pass-
word has been stolen. For the token’s performance, the algorithm make use of a
Linear and Congruential Random Number Generator (LCG) (for a better under-
standing of the presented algorithm a short introduction to this arena is given),
and an exhaustive algorithm for the validation of the one-time password keys is
presented. This paper shows that the present algorithm is easy to implement and
safer than a competing algorithm widely used in today’s security tokens.
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1 Introduction

Bank institutions have modernized their operations by allowing their customers to
perform almost any account transaction using the Internet. One of these operations
has been to transfer funds electronically to other bank accounts, bringing with this a
profound danger. The user may be a victim of phishing or may have, without knowing
it, installed spyware on their computer. Thieves use the user’s stolen passwords to
empty the user’s bank account and transferring the funds to a ghost bank account for
later withdrawal.
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One solution that has been given for this problem is the use of one-time password
generators (security tokens), which create a password that is valid for bank access just
once. With this technique, if the password is stolen it is rendered useless for accessing
the bank website. In addition to the conventional password the bank website will re-
quest the one-time password which if stolen it’s useless because it will be already
expired just right after the legitimate user introduced it to the bank website. In other
words, the token system proves that the user is who claims to be and acts as an elec-
tronic key to access the bank website services, offering security to the user even in
cases where their password has been stolen.

A security token is a hardware device usually with a LCD screen (this kind of se-
curity token doesn’t need to be connected to the computer when used) or provided
with a USB plug (this kind of security token needs to be connected to the computer
when used). Regarding the kind of approach they are used, security tokens can be
classified into several categories with some of the most common approaches: 1) one-
time passwords, 2) time-synchronized passwords and 3) challenge/response pass-
words. In this paper, the algorithm presented belongs to the one-time password cate-

gory.

It has been done plenty of research about token security but in this paper just one
reference will be done, just to the most common security token used nowadays. This
security token is the securelD token developed by RSA Security which uses a 64 bit
secret key for a hash function called Alleged SecurelD Hash Function (ASHF). In
[14] it has been shown that the core of this security token can be broken in a few mil-
liseconds and they conclude that it doesn’t provide the security demanded by institu-
tions nowadays including banks. In contrast, the algorithm presented in this paper
offer much higher security just as it is (with a 64 bits secret key) but it may be virtual-
ly unbreakable resizing the presented algorithm to a larger key size as explained later.

The algorithm presented in this paper uses a Pseudo Random Number Generator
(RNG) as the encryption mechanism which is necessary for the generation of the one-
time passwords. The following section has a brief explanation of what a RNG is be-
cause randomness is the core of the presented algorithm and a basic background on
this topic is required for a better understanding of it.

2 Random Number Generators (RNG)

Computers can’t be random. What computers can do is to simulate a random
process by using a RNG. A RNG is an equation, which can generate a sequence of
pseudorandom numbers. This sequence of pseudorandom numbers is finite and, after
a certain quantity of pseudorandom numbers created, the sequence is repeated again
in a cyclic way. The length of the cycle is called the RNG period and this is given, in
the best cases, by the number of bits of the RNG and it’s limited by the bit number of
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the mathematical operations that can be computed. In ordinary PCs it is only 32 bits,
nevertheless it is possible to simulate 64 bits in C++ simply by defining a long long
variable type or even larger number of bits using a long int library.

There are several random number generators; the generator is selected depending
on the type of a specific. There are several kinds of applications for a RNG; the most
typical applications are: simulations (e.g., of physical systems to be simulated with
the Monte Carlo method), cryptography and procedural generation. For the selection
of the appropriate random number generator it should be taken on account not just the
quality of the random numbers the generator creates but also the complexity of the
generator.

For instance, for the particular application presented, it should be taken on account
that this algorithm may be implemented in hardware devices (e.g. a microcontroller).
These kind of devices may have limited resources such as computing capabilities and
battery life. Another factor to take on account in the generator selection is energy
consumption because we want the token to last as much as possible (at least a couple
of years). If the generator is too complex (i.e. computationally speaking too expen-
sive) the token life would last just a few months. A token with a short life span would
be too impractical for being used in real life applications. Also it is necessary the
token to generate the one-time passwords instantaneously and for achieving this goal
a random number generator quick to compute is mandatory.

On one hand there are very quick generators such as xorshift [1] [2] [3] which in
some cases may generate a full period but they generate very low quality random
sequences. The Linear feedback shift register RNG (LSFR) [4] is a popular generator
which in the past has been implemented in hardware [5] but it doesn’t generate a full
period. This is a very popular generator which has been implemented in several appli-
cations; important LFSR-based stream ciphers include A5/1 and A5/2, used in GSM
cell phones, EO, used in Bluetooth, and the shrinking generator. Nevertheless its
drawbacks were reveled when the A5/2 cipher has been broken and both A5/1 and EO
have serious weaknesses [6] [7].

On the other hand there are very high quality random number generators such as
Blum Blum Shub [8] [9], Yarrow algorithm [10] (incorporated in Mac OS X and
FreeBSD), Fortuna [11] [12] and CryptGenRandom [13] (incorporated in Windows)
that have the inconvenient of being computationally speaking too expensive for the
purpose of this algorithm.

2.1  The selected random number generator

The selected random number generator for being incorporated in the algorithm pre-
sented in this paper is the Linear and Congruential Generator”. This RNG was se-
lected by its satisfactory quality; also it has the advantage that it computes the random
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sequences very quickly. Because of its low complexity this RNG is suitable for being
implemented in hardware applications with limited resources (e.g. a microcontroller).

A sequence of random numbers is obtained by evaluating the following equation:
Z = €QZ_ + : odm (1)

This RNG requires a seed Z, which is the initial state of the RNG; this can be seen
as the index or initial point of the random table and it will be the first value of the
random table. The next value of the random table is calculated by replacing Z;; with
the new obtained value and this process is repeated again. In other words, Z;; is the
value of the previously computed random number.

a, ¢ and m are constants, nevertheless these values of these constants need to be
chosen carefully because the quality of the random table depends on them. There are
values for these constants that generate a poor quality random table and others that
don’t generate any random table at all. The value of m gives the cycle size of the ran-
dom table, that is to say, from which number the random table would repeat again. It
is desirable to have as many random numbers as possible; therefore the value of m
usually is as big as the maximum value it can be computed.

Multiple researches have been conducted to find out what the values of these con-
stants are the best. There are several approaches for determining the quality of the
pseudorandom number sequence generated by a given constant values, for instance in
[15] this quality is examined by scatter plots and spectral test but there are many other
techniques for determining the quality of a pseudorandom sequence and if this quality
is acceptable enough. The generator, “Linear and Conguential Generator” is especial-
ly very sensitive to the choice of these constants values and in the past have been poor
choices for the values of these constant with not good results [16].

These constants need to meet some conditions; for instance to guarantee a genera-
tion of a full period for any seed values when having a non-zero value for c; they need
to meet the following conditions [15]:

1. ¢ and m must be relative primes,
2. a-1 must be divisible by all prime factors of m,
3. a-1 must be a multiple of 4 if m is a multiple of 4.

It is recommended for a 64-bit variable such as an ordinary PC can simulate by de-
fining a long long variable type in C++ to be the next:
a=6364136223846793005
¢ = 1442695040888963407
m = 2%
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3 Algorithm for the generation of one-time passwords on the
token side

Equation 1 is capable of generating a pseudo-random table; nevertheless it is neces-
sary to have a unique random table for every token that is constructed. It is desirable
to have a different sequence of numbers for every token. It is possible to achieve this
by encrypting equation 1 by performing a XOR operation of the generated random
number with a secret key K. After this, it is necessary to resize the encrypted sequence
to values that can fit within the eight digits of a LCD display (i.e. values that range
from 0..99,999,999 = 9%) This is done by performing a modulus operation of the cal-
culated Z; value with 9%+1. With this the one-time passwords will range from 0 to 9°.
The equation then becomes:

2= kz.+ nodm ® ()
OneTimePassword = Zi mod (9% + 1) (3)

The security token needs to be initialized, it is necessary to have a seed value for
this and the same value of the secret key K as the seed for the token which will be the
Z; value. This value will be stored in the token’s memory and it will be used for com-
puting the next one-time password by the security token and also at the server side to
validate a one-time password. The first 1,000 one-time passwords are generated at the
security token side for being wasted (this is done for allowing detection of 1,000 ex-
pired one-time password as explained later).

On the token side the value of K is obtained and is used as seed Z, for evaluating
Equation 2 and 3 and generating a one-time password. This equation is evaluated
again to obtain another one-time password. In this way, every time the “generate a
one-time password” button is pushed a pseudorandom encrypted sequence is ob-
tained. See Table 1 for an example of this.

Table 1. Example of a sequence of numbers generated by the token

Counter One-time password
82475249
82040631
72383201
68714439
32340945
88383319
94725313
10436071

0| | N | | W | —
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4 Algorithm for the one-time password validation at the server
side

In order to validate a one-time password on the server side, it is necessary to de-
crypt the one-time password introduced by the user. However, a modulus operation
can’t be reversed (the resulting double modulus operation used in Equation 3 is even
more irreversible). Therefore it is not possible to decrypt the one-time password in-
troduced by the user as usual (i.e. performing the inverse operations); for this reason it
is decrypted using an exhaustive algorithm.

At the server side, the one-time password is validated by computing N,,, (it’s com-
puted for 1,000) expired one-time passwords generated from the actual value of Z;
that is stored in the server using the algorithm previously explained (refer to section
3). These are previous valid one-time passwords that were introduced by the user but
they already expired; this is done to give feedback to the user and the user may distin-
guish between an invalid or an expired one-time password (valid but expired; it was
already introduced by the user to the bank website before). If this is found within the
N., expired it comes to inform the user that introduced one-time password was valid
in the past but it already expired (i.e. it won’t be accepted as valid anymore).

After this, N, (10,000) valid one-time passwords are generated using the same
previous approach. These are the possible valid keys for the actual state of the token.
If the one-time password introduced by the user is within this range the key is ac-
cepted as valid. The value of Z; for the key that matched minus N,,, expired is stored
in the server. This value will be necessary for computing the N.,, and N,, one-time
passwords for a future validation. If no match is found it comes to reject the intro-
duced one-time password by the user and the Z; value stored at the server side remains
unchanged.

One advantage of the algorithm presented in this paper is that a range of only N,
valid keys are accepted. One-time passwords that are not valid in one moment be-
come valid in another. This is according to the actual value of Z; stored at the present
moment at the server side. This allows us to have a very low probability that a one-
time password is accepted by the server as valid, which redounds to a highly secure
system.

It is taken into account that the user may waste one-time passwords by generating
and not using them (i.e. the user didn’t introduced to the bank website a one-time
password generated by the token); for this reason there is a range N valid. This range
gives us a tolerance in the number of acceptable one-time passwords; it is necessary
this value to be as small as possible because this will give us a lower probability that
an attacker, in a random way, may guess a one-time password. This further contri-
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butes to a higher level of security. Given that these one-time passwords are of eight
numeric digits and have a range N, (of 10,000 valid one-time passwords). This re-
sults in a probability of almost one in 100 million that a given one-time password will
be accepted as valid. On the other hand, if the user wastes more than 10,000 keys by
generating one-time passwords and not introducing it at the server, a desynchroniza-
tion occurs and the token becomes useless; therefore the value for the range of N,
should be carefully considered.

Noteworthy this maximum value for wasted one-time passwords is reset between
validations, which means that if the user has a considerable amount of one-time pass-
words wasted the range N, is reset to 10,000 at the server side once a one-time pass-
word is accepted, giving the user the maximum number of one-time passwords that
can be wasted again.

One advantage of this algorithm is that it isn’t necessary to store the generated one-
time passwords in the server. only the value of Z; is stored in the server. For this rea-
son, this algorithm doesn’t waste space in the server for storing expired one-time
passwords nor resources to determine if the one-time password introduced by the user
is part of the expired ones. Perhaps this is not significant with one user but it’s taken
into account that a bank institution may have millions of clients then the saved space
and resources becomes significant. The algorithm also has the advantage that once a
one-time password has been accepted and validated, all the previous ones are auto-
matically expired, even in cases where they haven’t been introduced to the server.

5 Number of maximum generated one-time passwords

In spite of the fact, that this algorithm is able to compute eight digits range, it is not
recommended to use the full range. It is possible that an attacker may be storing the
one-time passwords that have been generated by the token as they are introduced to
the website by the user. This leads to the hypothetical possibility that the probability
of guessing a one-time password in an arbitrary way increases. This is because the
attacker knows which one-time passwords already were used in the past and he
wouldn’t try them again. The recommendation is to cancel the token after a million
one-time passwords are remaining within it. Thereby, the probability of guessing a
one-time password goes from approximately 1-in-100 million to 1-in-one million.
This calculation was done by assuming that there was an attacker storing the entire
history of the generated one-time passwords by the token for years. This scenario is
very impractical. This is a very theoretical scenario but this is done as an extra securi-
ty measure.
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6 Attacking the algorithm

The way to attack the presented algorithm is to have an attacker storing the entire
one-time password introduced by the user in the bank web site. Let’s say the attacker
has two one-time passwords collected; to attack the algorithm a full search through
the 64 bits generated random sequence is performed. This is done for every possible
key K to find which key produce a sequence that matches those the attacker has. It
may occur that there is more than one single K than match the sequence; if this is the
case the attacker needs to wait for another one-time password. This will help to re-
duce the number of candidate secret keys K which match the stored sequence and
could be the secret key. This process needs to be repeated again and again until it’s
found that only one key K match the sequence of one-time passwords the attacker has
collected. If this is the case the secret key K has been for the token under attack. The
following one-time passwords can be predicted for sure, therefore breaking the token
security.

Performing this attack as the algorithm was presented in this paper (i.e. having a 64
bits Linear and Congruential Random Number Generator) is already computationally
speaking a hard code to break with a PC because the attacker needs to try with 2%
one-time passwords times the 2% possible keys resulting in 2'** one-time passwords
in total. Nevertheless it is possible to strengthen the algorithm and protect it from this
kind of attack by using a larger number of bits for the RNG; (let’s say 1024 bits for
instance). The algorithm presented in this paper was of 64 bits; this is because 64 bits
operations can be computed with ordinary PC instructions. As explained previously it
is possible to simulate operations of larger number of bits using a long integer library
(this library is commonly used for cryptographic applications). With this it is possible
to assure that the algorithm is totally unbreakable.

7 Open Research Issues

Equation 2 is capable to generate multiple derived random sequences for a given
values for the constants a, ¢ and m. A research needs to be conducted for determining
if the derived random sequences are as random as the original one, or at least random
enough. Another issue that is left for future research is related with the constants of
the RNG. In this paper the algorithm was presented assuming a 64 bits RNG and it
was also proposed to enlarge the bit number of the RNG to make the algorithm
stronger. Nevertheless, a research needs to be conducted to find out the best constants
values for a and c that generate the best random sequence for a 1024 bit m size.

To keep in touch with the research advances of this project please visit
http://www.highsecret.com where related information will be posted continuously.
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